Abstract—There is a consistent dependence between integrated circuits performance parameters and manufacturing process variations and capturing it at an early development phase represents a major ongoing topic in the semiconductor industry. Typically, this is addressed by the means of Monte Carlo simulations, where the device model parameters are randomly instantiated according to the technology variations based on a predefined nominal process. Thus, the resulted simulation data can only capture the effect of these variations. This offers little or no insight on the performance’s sensitivities to specific process variations or on the effect of altered statistical technology properties, as it may be the case of process drift or fab-to-fab migration. This paper proposes a methodology for modeling the dependency of the device performances (i.e. Electrical Parameters - EPs) with the influential technology parameters (i.e. Process Control Monitor parameters - PCMs), at an early stage (pre-Silicon). Using a set of standard Monte Carlo co-simulations of PCM structures and the circuit schematics (to maintain consistent process variation), it employs a feature selection step to choose the influential PCMs and it trains a Machine Learning regression algorithm. Both are wrapped up in a Bayesian Optimization framework to find the optimal feature set and the regression hyperparameters. The obtained regression model can explain the functional dependency of the EP on the influential PCMs. Thus, it directly enables sensitivity analysis to process variation and parametric yield prediction of the integrated circuit, as it will be illustrated for the case of an experimental Infineon Technologies product.
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I. INTRODUCTION

As the Integrated Circuits (ICs) complexity is growing exponentially, ensuring a high production yield has become a major challenge for the semiconductor manufacturers. Managing the inherent manufacturing process variation, defined as the deviation of parameters from their nominal specifications [1], represents one of the critical success factors in achieving a high yield. Nonetheless, due to Moore’s law, as well as the More-than-Moore technologies development [2], the chip performance became more sensitive to the smallest variation of the process. Process variations can be illustrated as uncertainties linked to the electrical parameters of ICs. In order to keep it under control, the process variation is constantly being supervised during the manufacturing process, using Process Control Monitor (PCM) parameters or technology parameters.

In recent years, the PCM parameters proved their value to the semiconductor industry in terms of controlling and monitoring the manufacturing process, from a statistical point of view. The PCM structures (defined as narrow electrical structures located on the wafer among productive dies, used to measure the PCM parameters) are manufactured together with the production chips; therefore, they undergo the same technological steps. Consequently, the PCM parameters can be used in alternative ways (not only for monitoring), as follows: yield estimation and prediction [3]-[5], yield detractors detection [6], defects detectability [7], final test outcome prediction [8], etc.

Linking the circuit performance parameters (also known as Electrical Parameters – EPs) and the process variation (monitored through the technology parameters PCMs) may address the following problems:

1) Problem 1 – The approximation effect of the device models: In time, the pre-Silicon (preSi) yield estimation methodologies have been improved. Yet, it is common for a passed circuit in preSi to fail after the Design of Experiments (DoE) analysis. One of the many reasons is the approximating effects of the process parameters’ distribution, as for complex technologies it is very difficult to fit with maximum accuracy a covariance matrix with tens of parameters [9]. In addition, it is not an easy
task to state upfront the impact of a small inaccuracy in PCM modeling on the circuit performances, mainly because the same technology is employed for a very wide range of products. Therefore, even an approximation of more than 92% can have an unpredictable impact.

2) Problem 2 – Fab-to-fab migration: When migrating a product from one fabrication plant to another, the circuit performances might deteriorate, although the same technology is used. This may be caused by apparently small differences between the two fabrication processes. It is desirable and valuable to provide a solution capable of estimating upfront the impact of the fab-to-fab migration.

3) Problem 3 – Technology-specific DoE plan: Often, during the DoE test plan, the process handling is quasi-standard and does not consider all the product’s particularities. In other words, the process may not always be varied in the most unfavorable corners for the considered product. Thus, the most vulnerable circuit performances with process variation must be identified, as well as the PCMs that impact them and cause out-of-specs issues. Moreover, each circuit performance (EP) is influenced by a limited set of PCM parameters, possibly unknown in advance to its full extent.

4) Problem 4 – Root cause analysis: When the yield problems are observed, the root cause analysis is performed, in order to determine whether the technological process or the design is responsible. In the case of small and dedicated to non-critical applications chips/products, there are no dedicated structures for each chip. Instead, there are few PCM structures per wafer (some of the times only 5), compared to thousands of productive dies. Furthermore, the number of wafers produced for testing purposes, before the actual production (DoE analysis) is limited (25-50), due to cost considerations. Hence, modeling the technological impact on purely measurement basis (measured PCMs) on the circuit performances (EPs) as:

\[ EP = f(PCM) \]  

(1)

would involve sub-optimal sampling of PCMs, leading to low accuracy. To obtain a proper function, a 1-to-1 correspondence between the EP and the PCMs samples is necessary, in order to avoid the resampling errors.

Moreover, all of the above-mentioned problems are observed and handled during the post-Silicon (postSi) phase and naturally induce production costs. Consequently, the solution might consist in properly and accurately model (1), by exploring the relationship between the EPs and the PCMs, at an early stage, during the preSi verification, as it is highly desirable to get an early overview of the impact of the technology variations on the circuit performances. Taking all of these into account, in this paper we address this demand by developing a methodology for modeling the relationship between the EPs and the PCMs, at an early stage, using a ML algorithm on preSi data, for ICs without dedicated PCM structures on every productive die. This implies co-simulating the models of the analog circuit along with the PCM structures schematics, provided that the accuracy of the device models is ensured. Therefore, we obtain a direct regression model to estimate the impact of the technology parameters on the circuit parameters, expressed as a mathematical relationship, which can also conditionally map the EP distribution dependency on the PCM distribution. Besides that, our method can highlight if the defined set of PCMs can accurately explain a certain EP.

Our approach for modeling (1) is not a trivial solution due to several reasons; firstly, the technology parameters’ dataset is quite large and there is no a priori information regarding which one affects the behavior of a certain circuit EPs, thus leading to the need for an efficient feature selection step in order to eliminate the non-impacting PCMs. Secondly, very often the circuit performance parameters cannot be entirely explained by the PCMs; this calls for an adequate and optimized ML algorithm able to extract the maximum information out of the existent PCMs. We aim to overcome these problems through a novel solution, that performs the feature selection and the ML regression training adapting using an optimization algorithm (Bayesian Optimization), employed to find the combination of PCMs and algorithm hyperparameters able to minimize the model error. Nevertheless, using the preSi simulation data will provide us with more control and flexibility to vary all the elements in the available process window and discover all the process variation, as well as ensuring a 1-to-1 correspondence between the performance parameters and the manufacturing process variation. This represents an advantage over using postSi measurements, as most of the time, the number of PCM structures is much smaller compared to the productive dies; yet, it must be mentioned that there are ICs produced with embedded PCM structures [10].

The automated methodology can be further used to perform sensitivity analysis and yield prediction, as it only requires the preSi simulations (for sensitivity analysis) and additional PCMs postSi measurements related to the targeted process window (for yield prediction). In particular, the previously-presented problems 1 and 2 employ the proposed framework for parametric yield prediction, while for problems 3 and 4, the methodology is used for sensitivity analysis to process variation. More specific, after obtaining the best ML regression model, the sensitivity analysis to process variation represents a direct benefit of the methodology, as it is provided directly by the regression training procedure. The set of resulted PCMs are the influencing factors, while the metric used for their selection quantifies their influence strength. As for the parametric yield, it can be accurately estimated even in the cases where the PCMs’ distributions vary from the nominal case, because instead of directly modeling the yield (which can bring in an arbitrary character, as the specifications can be easily modified), we model the distribution of the EPs. Thus, the yield results from integrating this distribution over the specification limits. It is important to highlight that the proposed methodology can be applied only for parametric yield prediction, when the chip is functionally correct and the yield loss is caused by the failure of meeting some performance specifications criteria. The ICs total yield loss can occur due to several other causes (e.g. packaging problems, design error, process contamination, or even random defects) that fall into catastrophic yield loss category.

To prove its accuracy, the proposed preSi-based fitted function is validated using postSi data (measured chip parameters and PCM parameters), thus displaying a 92-95%
prediction accuracy. The methodology is applied on an experimental product designed by Infineon Technologies, along with the two use cases proposed for it—sensitivity analysis to process variation and parametric yield prediction.

The remainder of this paper is organized as follows: the related work is reviewed in Section II, along with our motivation. In section III, the problem is formulated mathematically and further, the proposed methodology for modeling the functional and statistical dependencies between chip and technology parameters is highlighted in section IV. Section V presents the experimental results obtained by applying the methodology on Low-Dropout Voltage Regulator parameters, along with its validation and the two use cases for the proposed methodology—sensitivity analysis and yield prediction. Finally, the conclusions are drawn in Section VI.

II. RELATED WORK

A. Circuit Verification and PCM Parameters

Whether we are discussing preSi verification or postSi validation, their main goal is to verify the correctness of the circuit and confirm that the fabricated product meets the desired requirements. On one hand, preSi verification techniques are more varied and mature, but most of the time, they provide insufficient coverage, making it impossible to remove all the bugs from the design stage [11]—practically, the design is tested in virtual environments but corner cases are prone not to be tested enough. Basically, the preSi stage lacks the parasitic effects and the freedom of capturing the variations in an acceptable amount of time. On the other hand, postSi validation aims at certifying the correct behavior of the produced chip over a series of specified operating conditions [14]; the chip must be in full and perfect compliance with its specifications. However, compared to the preSi case, it lacks when it comes to controllability, observability and easy debugging. Bridging the two phases is still an ongoing topic [11]-[13].

Since the production of ICs is a complex process, the Statistical Process Control (SPC) was introduced, in order to detect, as early as possible, the process variation. PCM parameters are used to characterize and control the technology in reference to the technology specification [14]. As presented in Section I, the PCM test structures are located beside the chip area on the wafer at specific locations (as it can be observed in Fig. 1), but they undergo the same technology steps in order to verify the wafer from the technologist point of view. The PCM structures are dispersed across the entire wafer, offering a spatial overview of the process variation. Consequently, the PCM parameters proved to be useful not only in SPC, and few steps were made towards introducing them in the preSi verification analysis, by simulating their equivalent circuit schematics [15], [16].

B. Sensitivity Analysis

The sensitivity analysis (SA) concentrates on identifying the subset of input variables of a multivariate system that displays the strongest impact on its outputs. The sensitivity analysis methodologies can be classified into two major approaches—variable-based methods where the factors’ influence on the output are quantified directly using correlation-like metrics; model-based methods where the functional dependencies between input factors and output are derived and the model is further used to quantify the influence.

Out of the first category, the variance-based methods [17]-[19] (Sobol’s indices, Jansen method, FAST, EFAST) are the most popular, since they are able to compute main effects and higher order effects, but they impose a certain design of experiments, that is a limitation and can also be computationally expensive. Similarly, the entropy-based methods do not require a specific experimental setup [20], but they depend upon a significant number of runs compared to the number of input variables (at least 20 times higher). Model-based methods also proved to be a great alternative for costly functions, when it may be hard to run sensitivity analysis methods directly on them [21].

Traditionally and to the best of our knowledge, the sensitivity analysis of ICs with respect to the process variations is based either on prior knowledge of the circuit designer or on first order correlations. Our approach aims at quantifying this at a very early stage, offering the designer a glimpse into the future postSi dependencies.

C. Parametric Yield Prediction

Parametric yield prediction often implies forecasting by generating samples in preSi stage, using Monte Carlo (MC) or its enhancements variants simulations and further applying failure count methods [22]-[24] (simulate-and-count approaches); nevertheless, in order to lower the variance in estimation, at least hundreds of thousands of samples are required, thus becoming computationally expensive.

Introducing diversified measures of the process variation in the yield prediction process and combining it with ML algorithms has demonstrated even greater results in terms of accuracy and computational effectiveness [4], [25]-[28]. In [4], a new methodology entirely on silicon measurements (e-tests performed on PCMs structures and probe-tests performed on dies) is introduced to predict yield for production migration of products from one facility to another and transition to a new design generation. Nevertheless, it involves the need of high-volume silicon data, which may not be available for every manufacturer. In [26], the authors take advantage of the wafer-level spatial correlations between e-tests measurements and the
probe-test measurements (equivalent to the EPs) to predict probe-test measurements for the remaining die locations on the wafer, using Gaussian Process-based regressors. The methodology is useful when few wafers are available, based on spatiotemporal progressive sampling, but due to GP it can be computationally expensive. On the other hand, we have proposed in [28] a proof-of-concept preliminary idea of yield prediction based on the relationship between EP and PCMs, for normal distributions.

Consequently, predicting the yield based on the relationship between ICs and the process variation represents a very important state-of-the-art ongoing topic and to the best of our knowledge there are no studies involving parametric yield prediction based on postSi PCMs values. More efforts should be invested towards minimizing the costs associated with the high-volume measured data.

III. PROBLEM FORMULATION

Our problem is related to the general ML regression framework [29], [30]; considering that the PCM parameters properties are reflecting process variations, our hypothesis is that they are correlated with circuit performances and this relationship can be tackled as early as possible, in preSi stage, thus serving as basis for yield prediction or sensitivity analysis.

Given a set of $N$ data points pairs $\{(pcm_1, ep_1), \ldots, (pcm_N, ep_N)\}$ provided by circuit simulations, as observations of two random variables, a vector of influential PCMs, $PCM \in \mathbb{R}^D$ and a scalar $EP \in \mathbb{R}$, we want to find the model function that accurately maps the two variables as:

$$ EP = f(PCM) + \varepsilon $$

where $\varepsilon$ is a zero mean error independent of $PCM$ and minimized in least square sense [29]. For our problem, the $EP$ represents the electrical parameter and $PCM$ represents the influential PCMs vector, both characterizing an IC device. Each element $d$ is statistically dependent with $EP$ and satisfies the following relation:

$$ P(PCM_d, EP) \neq P(PCM_d)P(EP) $$

where $P(PCM_d, EP)$ stands for the joint probability density function of the two variables, while $P(PCM_d)$ and $P(EP)$ are the corresponding marginal probability densities. By influential PCMs we understand variables belonging only to a subset of all available PCM through simulation.

Consequently, we want to obtain an accurate model $f(PCM)$, that expresses the dependency between EP and the subset of influential PCMs. This will provide us the information regarding the dependence (sensitivity) of the electrical parameters (and implicitly of the IC device) on the technology parameters. By using some common probabilities properties [31], the EP distribution can be further modeled as a conditional dependence on the technology parameter distribution, as follows:

$$ P(EP) = \int P(EP, PCM) dPCM $$

$$ = \int P(EP | PCM) P(PCM) dPCM $$

By knowing the specification limits of the EP parameter, we can also derive the parametric yield, defined as the probability of the variable of being within the specification limits $LSL$ and $USL$, as follows:

$$ yield = \int_{LSL}^{USL} P(EP) dEP $$

The regression model expressed in (2) provides us the conditional probability density function $P(EP | PCM)$ as an estimate [29], while $P(PCM)$ can also be estimated using the available samples. Nevertheless, without simplifying the assumptions on the functions form and on the distributions involved, (5) may not be analytically tractable in order to provide a convenient closed form solution.

A possible way to overcome this inconvenience is to make use of MC integration/sampling techniques [31], [32], by randomly generating samples according to the modeled distributions PCM and $\varepsilon$ to generate samples of EP using (2). The percentage of EP samples that fall into the specification’s limits will provide a proper estimate of (5), having the accuracy depending on the involved model’s accuracy and the number of generated samples. This procedure is also known as the counting technique.

An algorithm providing a solution to estimate (5) will be presented in section IV-F; it is worth noting that (5) allows us to estimate the distribution of the EP and consequently the yield, even when the PCMs distribution differs from the simulation case. The only condition is that simulation variables ranges to provide coverage for the new distribution variables; consequently, this specifically allows yield prediction in the case of technological parameters drift of fab-to-fab migration.

IV. THE PROPOSED METHODOLOGY

In this section, we will present in detail the automated methodology for modeling the relationship between the design parameters (EPs) and the technology parameters (PCMs) that capture the process variation. Moreover, we will provide insight and motivation of the chosen metrics and algorithms involved in the entire process.

A. The Methodology Flow

The goal of the proposed methodology is to express an optimal relationship of the form (1) through a ML model, by only using preSi Monte Carlo simulation and no additional prior knowledge regarding the possible dependencies between the variables. The data result by co-simulating the circuit and PCM structures schematics. The simulations are conducted in such way that they reflect the postSi measurements procedures; the operating conditions (e.g. temperature, voltage, load) are varied in a similar manner to the silicon measurement procedure.

A schematic representation of our proposed methodology is presented in fig. 2. Firstly, the input of the methodology, represented by the entire set of PCMs and the EP for which the analysis is conducted, is split into train and test subsets. Then, the PCMs undergo a feature selection step where PCMs variables are selected according to their correlation metric value with the EP. In this way, only those which exceed a certain threshold are further included in the analysis. Next, training set of the influential PCMs (as input) and the EP (as output) is fed into the ML regression algorithm, and a prediction model is
fitted. The Bayesian Optimization (BO) framework controls both the above steps. The BO optimally selects the regression hyperparameter and the correlation metric threshold, in an iterative manner, with the goal of minimizing the model error computed on the test set. The final optimization outcome is the regression model ("metamodel"), that incorporates the influential PCMs subset and has the optimal hyperparameters with respect to the test set error. In our previous work [33], we have presented a reliable proof-of-concept methodology for unified feature selection and hyperparameter BO for ML-based regression.

B. Model Improvement through Feature Selection

Typically, in order to capture most of the process variation, many PCMs are introduced and measured; however, previous studies of the authors showed that not all of them influence a particular EP. Consequently, introducing many input variables that do not influence the output in the regression model might affect the accuracy of the metamodel. Similarly, adding PCMs that do not explain the EP when building the regression model should only add computational costs, with no benefits. Deciding on a PCM subset that certainly influences and explains an EP is a feature selection problem that is well covered by the literature [34] and a common practice in the semiconductor industry [35]. Using feature selection when training any ML algorithm helps in obtaining better learning accuracy with less computational cost.

In this paper, we employed a correlation metric-based feature selection method. For comparison, we propose two correlation metrics: Distance Correlation [36] and Maximal Information Coefficient [37]. Their performance for our problem will be quantified, as they represent very recent advances in the field and both are claimed as being among the best metrics for quantifying the dependence between any two random variables (PCMs and EPs in our case).

However, as it generally happens with any metric, it is almost impossible to specify in advance the value of their threshold that clearly indicate the (in)dependence of any possible two variables. Nevertheless, we overcome this disadvantage by using the Bayesian Optimization that optimally finds this threshold with respect to the regression error.

1) (Brownian) Distance Correlation – DistCorr

The distance correlation ($\mathcal{R}(X, Y)$) measures the degree of independence between two variables [36]. The empirical sample $\mathcal{R}_n^2(X, Y)$ is calculated as presented in (6), with values in $[0, 1]$:

$$\mathcal{R}_n^2(X, Y) = \frac{v_1(X, Y)}{\sqrt{v_1^2(X) v_1^2(Y)}}$$  \hspace{1cm} (4),

where $v_1^2(X, Y) = \frac{1}{n} \sum_{k,l=1}^{n} A_{kl} B_{kl}$, namely the distance covariance, while $A_{kl} = a_{kl} - \bar{a}_k - \bar{a}_l + \bar{a}$, computed as:

$$a_{kl} = X_k - X_l, \quad \bar{a}_k = \frac{1}{n} \sum_{l=1}^{n} a_{kl}, \quad \bar{a} = \frac{1}{n^2} \sum_{k,l=1}^{n} a_{kl} \text{ and } \bar{a}_l = \frac{1}{n} \sum_{k=1}^{n} a_{kl}.$$

In a similar manner, $B_{kl}$ is computed as $A_{kl}$ with the difference that involves variable $Y$ instead of $X$, while $v_1^2(X) = v_1^2(X, X)$ and $v_1^2(Y) = v_1^2(Y, Y)$ are called distance variances.

One of the most important distance correlation’s properties is that $R^2(X, Y) = 0$ if and only if the variables are independent, i.e. $p(X, Y) - p(X)p(Y) = 0$. This metric proved to be consistent against all types of dependent alternatives with finite second moments [36]. Some of its advantages include: robustness to noise, low computational cost, and sensitivity to non-linear dependencies. DistCorr, as any other metric, depends on the variables’ number of samples and on the form of their dependence; in our experience, a 0.1 value indicates a noticeable dependence between two variables sampled for at least few hundreds of times.

2) Maximal Information Coefficient – MIC

The Maximal Information coefficient (MIC) is a mutual information-based metric that measures the degree of correlation between two variables. It is based on the idea that a drawn grid of the scatter plot of two variables [37] can encapsulate the relationship between the variables.

$$\text{MIC} = \max \left\{ \frac{\text{I}(X, Y)}{\log_2 \min(n_X, n_Y)} \right\}$$ \hspace{1cm} (5)

where $\text{I}(X, Y)|_{n_X, n_Y}$ is the mutual information computed on each grid partitions of the two axes, determined by $n_X$ and $n_Y$:

$$I(X, Y)|_{n_X, n_Y} = H(X)|_{n_X, n_Y} + H(Y)|_{n_X, n_Y} - H(X, Y)|_{n_X, n_Y}$$  \hspace{1cm} (6)

Considering that $n_X \times n_Y < B$, where $B$ is a function of sample size, while $p(X_i)$ and $p(Y_j)$ are marginal distributions and $p(X_i, Y_j)$ is the joint distribution, (8) becomes:

$$I(X, Y)|_{n_X, n_Y} = \sum_{j=1}^{n_Y} \frac{1}{1 - p(X_j)} \sum_{i=1}^{n_X} p(X_i) \log_2 \frac{1}{p(X_i)} + \sum_{i=1}^{n_X} p(Y_i) \log_2 \frac{1}{p(Y_j)} - \sum_{i=1}^{n_X} \sum_{j=1}^{n_Y} p(X_i, Y_j) \log_2 \frac{1}{p(X_i, Y_j)}$$ \hspace{1cm} (7)

Same as DistCorr, MIC takes values between zero and one, and it has two main properties: equitability and generality. The first one refers to obtaining the same values for the metric, when applying it to equally noisy functions, while the second one involves capturing a wide range of functional relationships between the two variables, given a sufficiently large dataset. The advantages over mutual information estimation were presented in [38]. Similarly, MIC has the ability to cope with nonlinear relationships between the two variables. An open-source MATLAB and Python implementation is available in [39].
C. Regression Models

The main goal of this research is to estimate the dependency between EP (treated as a measure of circuit design) and PCMs, under a certain accuracy. This can be regarded as a typical supervised learning problem – given a set of input features (the PCMs) and the desired output (the EP), discover the relationship between them. Several regression algorithms can be employed for this particular example: Support Vector Machine (SVM), Gaussian Process (GP), several types of regressions (Lasso, logistic), and Neural Networks (NN) [30].

In this paper, we use Multilayer Perceptron (MLP) Neural Network (NN), which is a feedforward NN. In our previous experiences, SVM and GP proved to be reliable candidates as well; nevertheless, tuning their hyperparameters led to an increased training time and computational cost when compared to NNs. The decision revolved around a compromise between a slightly better accuracy (SVM and GP) and training time (NN); we decided to use NN as they proved to be up to an order of magnitude faster. Our implementation uses Levenberg-Marquardt (LM) backpropagation algorithm to modify the weights on each neuron. The LM algorithm solves nonlinear least-squares problems and is presented as an interpolation between Newton’s method (characterized by a rapid coverage of the minimum, but may encounter divergence issues) and Gradient descent (characterized by assured convergence, but slower) [30]. Consequently, LM represents the fastest backpropagation algorithm (due to its rapid convergence), thus becoming our top choice for the proposed methodology.

We build NN metamodels using PCMs as input variables and an EP at a time as outcome variable. The employed NN consists of three layers neurons: an input layer, a hidden layer and an output layer.

D. Bayesian Optimization

Among others, ML performances depend on their hyperparameters choice; choosing them optimally is not a trivial task, even for experienced practitioners. Besides grid and random search [40] (employing too many iterations to cover the entire variables space), there are optimization algorithms that iteratively use a surrogate function in order to map the error dependence on the hyperparameters and acquisition function in order to assess the most promising next point in this space to be evaluated. These algorithms can still be slow when many variables are involved, but they are still faster than classical grid when dealing with expensive-to-evaluate functions.

Fundamentally, the BO framework [41] is a sequential sampling-based optimization solution, that finds the minimum of multimodal black-box function defined over a bounded domain:

\[ f(x) : X \rightarrow \mathbb{R}, \quad X \subseteq \mathbb{R}^n, \]

\[ x_m = \text{argmin}_{x \in X} f(x) \quad (10) \]

BO involves two different components: first, the probabilistic surrogate function, consisting of a prior distribution that captures beliefs about the behavior of the objective function (function evaluations data) and the observation model (posterior distribution), used to describe the manner of data generation. Second, the acquisition function, formulated based on the posterior distribution used to guide the search, by indicating the next query point. For the surrogate function, besides the parametric models (Beta-Bernoulli, Linear, Generalized Linear) with limited applicability, there are the non-parametric approaches [41]. Flexible and powerful, they marginalize away the weights in the Bayesian linear regression, by applying a kernel based on the Gaussian Process and its derivatives [41]. As for the acquisition functions, there are several strategies to use the posterior model for guiding the sequential search, that must be chosen based on the particularities of the problem; there is no strategy to clearly outperform the others.

We use BO in our methodology to properly select the number of neurons of the MLP NN hidden layer. In addition, we employ this framework to decide on the threshold value of the feature selection metric, in order to dynamically choose the subset of influential PCMs. Our implementation is derivative free and uses Gaussian Process as a surrogate function, due to its inherent ability to cope with the stochastic nature of the train and test errors of NNs, as minimizing their cost function involving the regression error is a non-convex optimization problem. Furthermore, it employs expected-improvement-plus function as the acquisition function, as it is able to return to space exploration when a region becomes over-exploited, thus avoiding local optimum. The optimization algorithm attempts at finding the minimum value of the test error function (the metamodel prediction error computed on the test set).

E. Summary

The detailed procedure of our methodology using the elements presented in sub-sections IV-B-D is given in Algorithm 1. Both the values of the EPs and the PCMs are of several different orders of magnitude; therefore, our implementation requires data normalization. For this, the Min–Max feature scaling is employed, resulting a [-1,1] interval:

\[ x' = 2 \frac{x - \min(x)}{\max(x) - \min(x)} - 1 \quad (11) \]

The proposed methodology requires setting the maximum number of neurons for the hidden layer – maxNN, in advance. In order to find the best metamodel associated for each EP in what regards its generalization capability, the input dataset is split into train and test, by randomly sampling the entire distribution (line 1). This way, the BO aims at iteratively minimizing the regression error computed on the test set for a specified number of iterations (itNumber) by adaptively

Algorithm 1: Proposed Methodology

Require: EP, PCM, maxNN, itNumber
1: Split train-test (EP\text{train}, EP\text{test}, PCM\text{train}, PCM\text{test})
2: F\text{metrics} = DistCorr(PCM\text{train}, PCM\text{test}) \quad (v1)
   \[ F\text{metrics} = \text{MIC}(EP\text{train}, PCM\text{train}) \quad (v2) \]
3: neuronsNumber ← \text{optimizableVariable}([2, \text{maxNN}])
4: F\text{threshold} ← \text{optimizableVariable}([\min(F\text{metrics}), \ldots, \max(F\text{metrics})])
5: OptResults = BayesianOptimization(EP\text{train}, EP\text{test}, PCM\text{train}, \ldots, PCM\text{test}, F\text{metrics}, neuronsNumber, F\text{threshold}, itNumber)
6: PCM = PCM(F\text{metrics} \geq \text{OptResults}.F\text{threshold})
7: metamodel = N

\text{NNtrain}(EP\text{train}, PCM\text{train}, \text{OptResults}.neuronsNumber)
adjusting the neurons number and correlations thresholds (line 5). For this, the DistCorr or MIC coefficients (depending on the version) are computed between the studied EP and each PCM (line 2), and two optimizable variables are declared (lines 3 and 4). The final metamodel, incorporating the functional dependency between the analyzed EP and the influential technology parameters, is re-trained based on the optimal hyperparameters that result after final iteration (lines 6 and 7).

Compared to other optimization methods, we consider the choice of BO framework to be optimal, due to its ability to cope with the stochastic nature of NNs training error. To the best of our knowledge, there are no similar approaches found in the literature, as highlighted in [42]. Consequently, employing BO in jointly optimizing feature selection problems that involve state-of-the-art feature selection metrics (DistCorr or MIC), represents a natural choice. Nonetheless, there are also other approaches that address very similar semiconductor industry problems. In [37], the authors introduce a feature selection method that minimizes the regression model training error residuals by iteratively including more and more features, by employing the DistCorr metric, but they do not address the NN hyperparameters optimization.

F. Use Case 1 – Parametric Yield Prediction

Our literature survey indicates that the use of PCM parameters improves the yield prediction performances. Our approach for yield prediction is based on modeling the EP conditional distribution on the PCMs distribution using preSi data through a ML-based regression. Thus, we are able to accurately model the marginal EP distribution given any PCM distribution, especially in the case when this distribution is different than the one obtained through MC simulation. Consequently, the yield prediction using the modeled marginal EP distribution will automatically inherit its accuracy. The presented concept relies on the common approach for production yield computing based on counting: the measured value of each EP (on every chip) is checked against its specification limits:

\[
\text{LSL} \leq \text{EP} \leq \text{USL}
\]

where LSL and USL symbolize the lower and the upper specification limits of the EP. The parametric yield is further estimated by the out-of-specs (OOS) metric, expressed as follows:

\[
\text{OOS}_\text{EP} = \frac{\text{no. of samples out of spec}}{\text{total no. of samples}}
\]

As highlighted in section II-C, the use of MC simulations for yield estimation is an expensive method, even under enhanced forms. In the same time, OOS implies a high estimation variance and it can be regarded as a reliable metric only if a large number of samples is available. Our concept surmounts this issue by artificially generating as many PCM samples as needed, based on their distribution, having the same statistical properties as the simulated samples. Then, instead of simulating the circuit responses, namely the EPs, we estimate their values based on the previously trained metamodels. Finally, the estimated EPs values are verified against the specification limits.

Each metamodel encapsulates the subset of PCMs that influence the studied EP. Ideally, the fitting error is zero and

**Algorithm 2: Parametric Yield Prediction**

Require: \( \bar{\text{EP}} = f(\text{PCM}_i) + \varepsilon \), \( \text{EP}, \varepsilon, \text{LSL}_{\text{EP}}, \text{USL}_{\text{EP}} \)

1: \( \varepsilon_{\text{gen}} \sim \text{distFit}(\varepsilon) \)
2: \( \text{PCM}_{i-\text{gen}} \sim \text{distFit}(\text{PCM}_i) \)
3: \( \bar{\text{EP}} = f(\text{PCM}_{i-\text{gen}}) + \varepsilon_{\text{gen}} \)
4: Count OOS$_{\text{EP}}$

\( \bar{\text{EP}} = \text{EP} \). Nevertheless, all metamodels have fitting errors, mostly because the available PCMs cannot entirely explain the EP’s behavior. The EPs are also influenced by other factors (like operating conditions) that were intentionally not introduced in the regression model. Their effects are included in the metamodels’ fitting errors. Therefore, the EP is expressed as a superposition between a deterministic component expressed as a PCM function and a stochastic one represented as a sample drawn from the modeled error distribution:

\[
\bar{\text{EP}} = f(\text{PCM}_i) + \varepsilon
\]

The detailed procedure for parametric yield prediction case is given in Algorithm 2, for a single analyzed EP variable. The multivariate N-dimensional case is treated similarly, by expressing (15) in vector form:

\[
\bar{\text{EP}} = \begin{bmatrix} f(\text{PCM}_{i1}) \\ \vdots \\ f(\text{PCM}_{iN}) \end{bmatrix} + \varepsilon
\]

As prerequisites, the EP metamodel is needed, under the form of (14), along with the available data for the influential PCM set for the analyzed design parameter \( \text{PCMs} \), the metamodel fitting error distribution \( \varepsilon \) and the parameter specification limits LSL and USL.

In order to model the fitting error, we apply the distFit method presented in [44], a multivariate distribution fitting approach that can be further used for generating data according to the modeled distribution. The distFit method verifies whether the fitting error displays a Gaussian distribution or not, by employing the Anderson-Darling normality test. As seen in [45] Anderson-Darling is comparable to Shapiro-Wilk in terms of power, for more than 500 samples distributions. If the test is positive, it models the fitting error as a Gaussian distribution; otherwise, it models the fitting error as a non-normal distribution.

The same approach can be applied to model any PCM (preSi or postSi) distribution and artificially generate as many samples necessary that resemble the original PCM statistic properties. For the most of the cases, the PCMs are characterized by normal distributions; nevertheless, in order to artificially generate the required samples for yield prediction, we considered distFit method, as it can cope with a broader range of distributions (line 2). The corresponding EP values are estimated based on the metamodel, the synthetic generated PCMs values and the modeled fitting error, resulting \( \bar{\text{EP}} \). Finally, the OOS metric is computed for the studied EP based on (12) and (13) (line 4).

In conclusion, the yield prediction procedure outlined above works as follows: given the metamodels obtained using the simulation data and the corresponding fitting error model, any set of PCMs can be used to estimate the EPs and the yield, respectively. By any set of PCMs, we refer (but are not limited)
to: preSi simulations, postSi measurements samples or their artificially generated counterparts according to their distribution model. It is important to highlight that one should expect a high relative variance in the yield prediction when the specifications fall on low EP distribution probability regions (i.e. distribution tails). This is due to the limited number of preSi simulations or postSi measurements that may not produce enough samples in order to densely cover these tails; moreover, it will reflect a high relative estimation variance on the tails of any distribution modeled using limited data.

In addition, the constructed metamodels will exhibit a low relative accuracy for variables belonging to these low probability tails. While there are workarounds to avoid this issue, they fall into the importance sampling category [43], these are beyond the scope of this paper, as it concentrates on modelling the overall EP conditional distributions on PCMs distributions and the yield prediction is considered an immediate benefit. If higher yield accuracy is necessary when very low probability distribution tails are involved, the prediction methodology remains the same. However, supplementary effort is required to ensure the models accuracy in those areas.

G. Use Case 2 – Sensitivity Analysis to Process Variation

Our methodology is able to reveal and model the dependency between ICs performance and process variation, under the form of a metamodel. The captured relationships can be further used to assess the sensitivity analysis problem, based on the manner in which the PCMs (input variables) are influencing the EP of interest (output variable). More precisely, in our case, the sensitivity of the EP towards the PCMs is straightforward, since it can be quantified directly using the feature selection metrics, that can be regarded as inherent variable-based methods. The sensitivity analysis to process variation is derived promptly from the methodology, since the EP is expressed as a function of influential PCMs, as follows:

$$\bar{EP} = f(PCM_i)$$

The entire training optimization procedure only includes the influential PCMs as they provide the best dependency metamodel with the minimum training error. Consequently, the sensitivity measures, even independently of the metamodel, are validated by its accuracy. Finally, the sensitivity index, for a considered EP, based on DistCorr or MIC, can be expressed as:

$$S_j = DistCorr(EP,PCM_{(i-j)})$$

$$S_j = MIC(EP,PCM_{(i-j)})$$

where $PCM_{(i-j)}$ denotes the $j^{th}$ influential PCM ($PCM_j$) selected by the methodology. Nevertheless, further sensitivity analysis methods can be applied on the metamodel, but the ranking provided by the above-discussed correlation metrics was sufficient for our problem.

V. EXPERIMENTAL RESULTS

A. Case Study and Dataset

In order to experimentally evaluate the methodology for modeling the relationship between the circuit performance parameters (EPs) and the process variation (monitored through PCMs), along with the two proposed use-cases (sensitivity analysis and yield prediction), we use a dataset from an Infineon Technologies experimental design of a Low Dropout Voltage Regulator (LDO).

For this purpose, we have co-simulated a setup that includes both the circuit model and the PCM structures schematics, by using an Infineon proprietary simulation tool. This way, when the process is modified, the same process variation is reflected in both EPs and PCMs measurements. The setup measures 92 PCMs and 3 important EPs (due to the limitations of the industrial setup), through a classical scheme of 1000 random MC simulations. The obtained dataset will be further referred to as $EP_{k\text{-preSi}}$ (for $k = [1, \ldots, 3]$) and $PCM_{j\text{-preSi}}$ (for $j = [1, \ldots, 92]$). It is worth mentioning that the nominal circuit’s model reflects the behavior of the circuit to external stimuli after some experimental results, and it aims to fit device level parameters such that the preSi PCM distributions are as close as possible to postSi distributions. In order to achieve this, the methodology from [9] was used, able to ensure a 92% accuracy. Despite the high accuracy, when several devices are connected in a circuit, the impact of this discrepancy on the EP can be attenuated or amplified.

As presented in sections IV-A and IV-D, the optimization for finding the best regression model associated to each EP aims at minimizing the generalization error (evaluated on a test set); thus, the initial preSi dataset was split into an 80-20 percentage train and test independent datasets - $n_{\text{train}} = 800$ samples and $n_{\text{test}} = 200$ samples. In order to assess the methodology accuracy, we validate it using the product postSi dataset, consisting of two lots totaling $w_{\text{postSi}} = 44$ wafers, referred as $EP_{k\text{-postSi}}$ (for $k = [1, \ldots, 3]$) and $PCM_{j\text{-postSi}}$ (for $j = [1, \ldots, 92]$). Each wafer has 5 PCM structures and approximately 3750 dies per wafer. The considered EPs are some typical LDO’s wafer measurable performances (threshold voltages for enabling and reset functionalities) that were not entirely confined by the specification limits, while the PCMs cannot be disclosed in this paper. The specification limits are also available; hence, we can compute the parametric yield of each EP, as well as the overall yield of the product. Nevertheless, in all the presented experiments, besides the MC simulation data, no a priori information regarding the dependency between EPs and PCMs was used. In the same time, the circuit designer validated our conclusions.

B. Regression Fitting

In order to quantify the methodology results, as proposed in section IV-A, we performed three independent experiments. One for each feature selection metric aimed to improve the model accuracy (experiments 2&3), using the metrics discussed in section IV-B, and one without employing the feature selection, to be considered the benchmark (experiment 1). After the data preprocessing phase, described in the above subsection (normalization, train-test split), for each of the studied EP, the corresponding metamodel is trained using the proposed framework, for experiments 2 and 3. For experiment 1, the feature selection block is not used and the BO was employed to optimally select only the neurons number.

The algorithm optimizes the generalization (prediction) error, namely the Mean Squared Prediction Error:

$$MSPE = \frac{1}{n_{\text{test}}} \sum_{i=n_{\text{train}}+1}^{n_{\text{test}}} (\bar{EP}_{k\text{-preSi}} - EP_{k\text{-preSi}})^2$$

(19)
where \( n_{test} \) is the number of samples in the test set (that were not used in estimating the metamodel), while \( \hat{\mathbf{EP}}_{k - preS\bar{i}} \) and \( \mathbf{EP}_{k - preS\bar{i}} \) are the predicted and the actual EP values of the \( k \)-th electrical parameter, respectively.

Besides \( MSPE \), we consider two more metrics; first-order correlations computed using Pearson’s correlation coefficient [46], as follows:

\[
\rho_{\hat{\mathbf{EP}}-\mathbf{EP}} = \frac{\text{cov}(\mathbf{EP}_{k - preS\bar{i}}, \hat{\mathbf{EP}}_{k})}{\sigma_{\mathbf{EP}_{k - preS\bar{i}}} \sigma_{\hat{\mathbf{EP}}_{k}}} \tag{20}
\]

\[
\rho_{\mathbf{EP}-\hat{\mathbf{EP}}} = \frac{\text{cov}(\mathbf{EP}_{k}, \hat{\mathbf{EP}}_{k})}{\sigma_{\mathbf{EP}_{k}} \sigma_{\hat{\mathbf{EP}}_{k}}} \tag{21}
\]

where \( \hat{\mathbf{EP}}_{k} \) and \( \mathbf{EP}_{k - preS\bar{i}} \) represent the predicted parameter values and the real parameter values, respectively, while \( \varepsilon_{k} = \hat{\mathbf{EP}}_{k} - \mathbf{EP}_{k - preS\bar{i}} \), \text{cov} is the covariance and \( \sigma \) is the standard deviation.

Table I presents the methodology results and accuracy metrics for the described feature selection methods – DistCorr and MIC, as well as the case with no feature selection. As it can be seen, the prediction accuracies obtained when the feature selection step is employed are much higher compared to no feature selection step. The improvement is clear; on one hand, it confirms that PCM parameters carry enough information regarding the EP behavior, thus, they can be successfully used for EP prediction. On the other hand, incorporating the feature selection block to reduce the noise introduced by the non-influential PCMs results in better prediction accuracy.

Considering the experiments employing feature selection, from metamodel fitting point of view, the prediction errors are relatively large. As it was previously stated, not only the PCMs are influencing the circuit performances, there are additional statistical influences affecting the EPs that are not incorporated in the metamodels variables set. Nevertheless, some other influencing factors can be added to the analysis (temperature, voltages, etc.), but our main goal was linking the EPs to the technology parameters and disregarding the other factors.

The obtained metamodels are reliable, based on the correlation between the predicted values and the target values (\( \rho_{\hat{\mathbf{EP}}-\mathbf{EP}} \), with values between 0.59 and 0.82, as well as the lack of correlation between the fitting error and the predicted values (\( \rho_{\mathbf{EP}-\hat{\mathbf{EP}}} \) having values almost equal to 0). These metrics demonstrate that our methodology estimation is optimal, considering the orthogonality principle (in the sense of least squares), stating that the residual error of the optimal estimator is always orthogonal to any estimation [47].

As a sanity check for each EP metamodel, we computed the distance correlation (DistCorr) between the error residuals and all the non-influential PCMs that were not included in the regression model by the feature selection block. The choice of this metric was influenced by our literature survey in what regards feature selection metrics and methods, indicating that DistCorr is among the best in assessing the dependency of two variables, as it can easily cope with nonlinear relations between their noisy observations. Fig. 3 depicts the obtained results. As it can be observed, the distance correlations obtained are lower than 0.085, that reinforces the statement that the error residuals no longer contain any additional useful information that could explain the three EPs by the non-influential PCM variables.

Considering all of the above, we have the confirmation that our regression model’s accuracy is optimal in what regards the available PCMs. The results for both implementations (DistCorr and MIC) are quite similar. Nevertheless, for the rest of the experiments, all metamodels are trained using DistCorr feature selection block, since we observed that for our problem this metric displayed lower computational costs.

### C. Distribution Modeling

Another objective is to assess the metamodels distribution modelling capability; therefore, we are interested to quantify the empirical distributions of our generated EP samples prediction. Nevertheless, the produced ones are sufficient to be
comparing to their counterparts available from preSi simulation and postSi measurements. This can be obtained by generating a number of EP samples using (15), based on available PCMs data from preSi or postSi, followed by a comparison between the two distributions (estimated and existing).

In order to quantify the quality of the distribution modeling, we use two multidimensional similarity distribution metrics to measure the statistical distance between the input distribution and the estimated distribution based on our methodology. The first metric is Bhattacharyya distance [48], a divergence measure aimed to determine the similarity of two probability distributions, by computing the relative closeness (amount of overlap) of each two samples. The second metric is Wasserstein distance, also known as Earth’s mover distance (EMD) [49], a metric arising from the optimal transport, but widely used to compare the probability distributions of two variables, due to its symmetry.

In table II are listed the metrics computed for each studied EP between the following combinations of distributions: preSi − preSi estimated, postSi − postSi estimated, and preSi − postSi. As it may be observed, the similarity between the simulation distribution and its predicted counterpart is high for all electrical parameters. This result was expected, since the metamodels are trained based on preSi data. Inspecting the second column’s results from table II, a high degree of similarity can also be observed between the postSi modeled distribution and the postSi distribution. Moreover, the most important aspect is that the postSi estimated distribution is approximately an order of magnitude closer to the measured postSi distribution, compared to the preSi distribution. This is clearly indicated by considering the table’s last column. This fact is better illustrated in a visual manner by EPs marginal cumulative density functions plots (cdfs) represented in fig. 4, where the distribution modeled by our methodology using (measured) postSi PCM samples (red line) accurately resembles the real postSi distribution (green line). Fig. 5 illustrates the same fact when multimodal (joint) EPs distributions are considered for EP2. Consequently, in terms of EP distribution modeling, our methodology shows a remarkable sense of adaptation to the technology parameters distribution changes compared to the one available through classical MC simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Similarity metric</th>
<th>EP_{preSi} − EP_{preSi}</th>
<th>EP_{postSi} − EP_{postSi}</th>
<th>EP_{preSi} − EP_{postSi}</th>
</tr>
</thead>
<tbody>
<tr>
<td>EP1</td>
<td>Bhattacharyya distance</td>
<td>0.0025</td>
<td>0.0017</td>
<td>0.0491</td>
</tr>
<tr>
<td></td>
<td>Wasserstein metric</td>
<td>0.0123</td>
<td>0.0120</td>
<td>0.2208</td>
</tr>
<tr>
<td>EP2</td>
<td>Bhattacharyya distance</td>
<td>0.0039</td>
<td>0.0026</td>
<td>0.0265</td>
</tr>
<tr>
<td></td>
<td>Wasserstein distance</td>
<td>0.0139</td>
<td>0.0144</td>
<td>0.1451</td>
</tr>
<tr>
<td>EP3</td>
<td>Bhattacharyya distance</td>
<td>0.0040</td>
<td>0.0032</td>
<td>0.0317</td>
</tr>
<tr>
<td></td>
<td>Wasserstein distance</td>
<td>0.0158</td>
<td>0.0146</td>
<td>0.1496</td>
</tr>
</tbody>
</table>

Fig. 4. cdfs of the three studied EPs in simulation (preSi), production (postSi) and metamodel prediction based on postSi samples (postSi estimated).

Fig. 5. Visualization of EP2 vs EP3 distributions for preSi, postSi and metamodel prediction based on postSi samples (postSi estimated).
parametric yield, not to enhance it, the first step involved establishing a benchmark value for the experiments results. Therefore, we used the available EP\textsubscript{postSi} data of 164,129 samples and EP\textsubscript{preSi} data of 1,000 samples to compute the OOS for each studied EP and for the entire product.

Algorithm 2 involves modeling the PCMs distributions and the fitting error and this translates as two possible error sources when predicting the yield. The first applied method \((\text{Mtd1})\) implied computing the OOS on a dataset obtained as follows: we estimated the EP (220 values) using the corresponding metamodels and the available 220 measured samples of PCM\textsubscript{postSi}, followed by the modeling of the fitting error to reach the desired number of EP samples (164,129 samples). During the second method \((\text{Mtd2})\), we applied Algorithm 2 on the PCM\textsubscript{postSi} samples; after modelling the postSi PCMs distributions to generate 164,129 PCMs samples, with the purpose of quantifying the PCMs distribution modeling accuracy, we estimated the EPs using the metamodels and computed the OOS on these samples, for each EP and the entire product.

When inspecting table III’s results, it can be easily observed that every yield prediction (disregarding the particular estimation type) has the tendency to be closer to the considered ideal reference (i.e. postSi measurements OOS), than to the simulation-based-OOS. The visual representation in fig. 6 better illustrates the obtained results for a particular EP \((a)\) and for the multivariate (product) case \((b)\). This was expected; when modelling a certain distribution, any outcome involving it will inherit its accuracy properties – in our situation, the yield prediction as defined in (5). In other words, the closer the modeled distribution is to the real one based on postSi measurements, the better the yield prediction. Nevertheless, this statement does not apply entirely to the case of high yield products when the distribution accuracy has to be especially precise on low probability areas, e.g. distribution tails. This case of high yield products is a special case of our methodology outcome that needs to be addressed separately by tuning our methodology’s distribution modelling, and it will constitute the subject of our future research.
E. Sensitivity Analysis to Process Variation

The sensitivity analysis of the circuit performances with the process variations is a direct benefit of our methodology. It relies on the feature selection metric and the Bayesian Optimization. After the best metamodel is fitted for each EP, we can perform the SA by simply analyzing the set of influential PCMs selected by the BO and their corresponding distance correlation metrics.

In table IV is listed the ranked set of influential PCMs for each EP and their corresponding DistCorr coefficient is listed as well. When connecting this data with the results from table I, it can be easily observed that this metric’s overall magnitude for each EP is strongly correlated with the regression models’ accuracies. For comparison purposes, we inspected the two additional PCMs chosen as influential for EP3 when MIC was employed (table I), without decreasing the MSPE value. Fig. 7 illustrates the scatter plots between EP3 and PCM29 and PCM52; the visual axis symmetry proves the statistical independence between the output (EP) and the variables (PCMs). Consequently, the DistCorr implementation can be validated as being more suitable as a feature selection method than MIC for this particular case. Moreover, the obtained results were validated by the designer.

VI. CONCLUSION

In this paper, we proposed an efficient and automated methodology for modelling the relationship between the circuits performance parameters (EPs) and the technology process variations (measured through the PCM parameters), in preSi stage, for ICs without dedicated PCM structures for every chip. On a broader scale, our contribution can be viewed as a bridge between variational-aware preSi verification and postSi validation, to overcome the challenges of these two worlds. During preSi stage, it is impossible to foresee the effects when the technological process suffers a certain degree of alteration as can be the case with process drift or fab-to-fab migration, while in postSi these process alterations can only be observed but they cannot be directly linked to the circuit performances in the absence of the 1-to-1 measurements correspondences.

We address these at preSi level, using the MC simulation data resulted by co-simulating the PCM structures schematics together with the circuit model. Based on the resulting correspondence between PCMs and EPs values, we are able to fit optimal ML models by employing a feature selection step (to select the influential PCMs) along with a regression algorithm (Neural Networks), everything wrapped up in the Bayesian Optimization framework to find the optimal feature selection metric threshold and the NN hyperparameter. Consequently, the reliable EPs regression metamodels are able to express both the functional and the statistical influence of the technology parameters on the circuit performances. This way, the proposed methodology can adapt to PCMs distribution deviations directly, without the need of adapting the statistical device parameters properties and re-simulating the circuit. Practically, it enables an instant and accurate snapshot on the circuit performances behavior when technological changes occur, without the need of additional simulations or postSi measurements. Nevertheless, the presented approach does not eliminate the need of postSi verification and product monitoring, that still stand as the ultimate product specifications compliance validation.

The outcome of our methodology enables the solutions to the four problems of the semiconductor industry stated in the Introduction. A large difference between the estimated performances distribution and the actually measured ones may provide a strong indication of the device models accuracy issues. The solution for fab-to-fab migration problem is straightforward; the methodology can be applied on historical PCMs characterizing the process window for the target fabrication plant, thus resulting upfront the circuit performances’ distributions of the migrated product. The fitted metamodels are able to provide the necessary information for enabling a product-specific DoE test plan, as the sensitivity to process variation can be directly derived from the methodology. Similarly, by using the resulting metamodels, the process parameter influencing the decrease of performances (usually reported as parametric yield loss due to process variation) can be easily determined, thus solving the root cause analysis problem.

As for our approach for yield prediction, it displays the advantage of requiring less measurement data compared to the state-of-the-art methodologies, as the function that links the EPs and the PCMs is based entirely on preSi data and the postSi data is used to predict the yield when only few wafers are available. Moreover, the sensitivity analysis to process variation is a fast and computationally low outcome of our methodology, able to provide a ranking based on the employed correlation metrics.

The effectiveness of the proposed methodology and the two direct outcomes – sensitivity analysis to process variations and parametric yield prediction – were evaluated on an experimental LDO from Infineon Technologies and validated using the product postSi dataset. The results confirmed the accuracy and reliability of the proposed approach.

This data-driven methodology is applicable to almost any circuit that involves continuous variables, as long as it is possible to co-simulate the analog circuit model along with the PCM structures schematics, because it does not impose new experiments, but only standard Monte Carlo simulations. Although the simulation of complex circuits is costly, there is a
wide range of circuits can be simulated quickly where the proposed methodology is applicable. Moreover, our approach may prove its applicability in analog circuits calibration (tuning the design towards technology variations), as the performances in production test can be represented as a function of process parameters and the tuning knobs.

ACKNOWLEDGMENT

The authors would like to thank Petru-Andrei Stănescu, Bogdan Dimitriu, Ozan Serpedin and Iulian Cioară from PSN department, Infineon Technologies Romania for their constant support with this project and for providing domain expertise.

This work was partially supported by the projects iDev40. The project iDev40 has received funding from the ECSEL Joint Undertaking under grant agreement No. 783163. The JU receives support from the European Union’s Horizon 2020 research and innovation program. It is co-funded by the consortium members, grants from Austria, Germany, Belgium, Italy, Spain and Romania. The information and results set out in this publication are those of the authors and do not necessarily reflect the opinion of the ECSEL Joint Undertaking.

REFERENCES

Andi Buzo holds a Ph.D. degree in engineering sciences from the Faculty of Electronics and Telecommunications, at University Politehnica of Bucharest. His focus is the improvement of methodologies for the efficient development of integrated circuits. He has 10 years of research experience in applications of machine learning algorithms, with more than 60 publications and five filed patents.

Corneliu Burileanu is professor at University Politehnica of Bucharest since 1995. He received the Ph.D. degree in electronics and telecommunications from the same university, in 1986. Its main fields of research are speech and voice recognition, machine learning, vocal signal analysis and coding, spoken terms recognition and natural language processing. He has participated in or led over 15 research grants, holds five national patents and has published over 150 books, book chapters and articles.

Georg Pelz received a diploma degree in computer science (University of Dortmund, 1988), a Ph.D. in CAD for physical design verification of microelectronic circuits (University of Duisburg, 1993), a habilitation in modeling and simulation of mechatronic systems (2001) and a honorary professorship in the field of automotive electronics (University of Duisburg, 2012). He authored and co-authored two books and 80+ scientific papers.

Elena-Diana Sandu (Student M’17) received the B.Sc. degree in electronics and telecommunications, in 2014, from University Politehnica of Bucharest, and the M.Sc. degree in 2016, after an internship at Télécom ParisTech (Multimedia department). She is currently pursuing the Ph.D. degree within the Doctoral School of Electronics, Telecommunications and Information Technology (University Politehnica of Bucharest), in partnership with Infineon Technologies. Her research interests include machine learning and artificial intelligence applied in semiconductor industry and integrated circuits yield prediction and adjustment.

Emilian David holds a Ph.D. degree in electronics and telecommunications from the Faculty of Electronics and Telecommunications, “Gh. Asachi” Technical University of Iași, Romania. He has 20 years of academic and industry research experience in applications of Machine Learning, Signal and Image Processing algorithms with 30 publications and 5 patents. He joined Infineon Technologies with the main focus of improving development methodologies of integrated circuits by using ML algorithms.

Ingrid Kovacs holds a Ph.D. degree in engineering sciences from the Faculty of Electronics and Telecommunications, at Technical University of Cluj-Napoca, Romania. Her focus is on machine learning algorithms applied for integrated circuits’ yield estimation and prediction. She has more than 15 publications and two filed patents.